**What are the differences between heuristics and metaheuristics?**

As already written by some contributors of this thread, heuristics are problem-dependent techniques. As such, they usually are adapted to the problem at hand and they try to take full advantage of the particularities of this problem. However, because they are often too greedy, they usually get trapped in a local optimum and thus fail, in general, to obtain the global optimum solution.   
  
Meta-heuristics, on the other hand, are problem-independent techniques. As such, they do not take advantage of any specificity of the problem and, therefore, can be used as black boxes. In general, they are not greedy. In fact, they may even accept a temporary deterioration of the solution (see for example, the simulated-annealing technique), which allows them to explore more thoroughly the solution space and thus to get a hopefully better solution (that sometimes will coincide with the global optimum). Please note that although a meta-heuristic is a problem-independent technique, it is nonetheless necessary to do some fine-tuning of its intrinsic parameters in order to adapt the technique to the problem at hand.   
  
You might want to take a look also at the so-called hyper-heuristics that go a step beyond meta-heuristics. The particularity of hyper-heuristics is that their search space is not the usual space of the solutions but is rather the space of heuristics or meta-heuristics. Indeed, hyper-heuristics can be viewed as "heuristics to search for heuristics". There is also a slightly different category defined as "heuristics to generate heuristics". (see links)  
[http://www.inf.ufpr.br/aurora/disciplinas/topicosia2/livros/search/hyper.pdf](https://www.researchgate.net/go.Deref.html?url=http%3A%2F%2Fwww.inf.ufpr.br%2Faurora%2Fdisciplinas%2Ftopicosia2%2Flivros%2Fsearch%2Fhyper.pdf)  
[http://www.cs.nott.ac.uk/TR/SUB/SUB-0906241418-2747.pdf](https://www.researchgate.net/go.Deref.html?url=http%3A%2F%2Fwww.cs.nott.ac.uk%2FTR%2FSUB%2FSUB-0906241418-2747.pdf)

Optimization algorithms can be roughly divided into two categories: exact algorithms and heuristics. Exact algorithms are designed in such a way that it is guaranteed that they will find the optimal solution in a finite amount of time. However, for very difficult optimization problems (e.g. NP-hard or global optimization) this "finite amount of time" may increase exponentially respect to the dimensions of the problem. Heuristics do not have this guarantee, and therefore generally return solutions that are worse than optimal. However, heuristic algorithms usually find "good" solutions in a "reasonable" amount of time.   
  
Many heuristic algorithms are very specific and problem-dependent. On the other hand, a metaheuristic is a high-level problem-independent algorithmic frame-work that provides a set of guidelines or strategies to develop heuristic optimization algorithms. But a concrete definition has been elusive and in practice many researchers and practitioners interchange these terms. Thus, the term metaheuristic is also used to refer to a problem specific implementation of a heuristic optimization algorithm according to the guidelines expressed in such a framework   
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